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Abstract

This document describes the system architedteireg developed by tH2IMME RSE project. This
architecture islesignedo enablehe four multiscreen service prototypes that will be delivered
through the project. The System Architecture is layered as a set of platform services, a client
application architecture and productionhatecture.The system architecture is a work in progress; |it
will evolve both as we refine it and specify it in more detail, and as we deliver eachhailthecreen
service prototypes through the project.

Target audience

This is a public deliverable ammuld be read by anyone with an interest in the system architecture
being developed by thelMMERSE project. As this is inherently technical in nature, we assume the
audience is technically literate with a good grasp of television and Internet teckaatogarticular.
We have included a Technology Overview section that summarises a range of technologies that are
potentially applicable within the project. This document will be read by the Project Consortium as it

defines the system architecture that wéd adopted and evolved throughout the project.
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This document describes thdMERSE system architecture. The system architectusavisrk in
progress. We expect that the architecture will evolve both as we itedima specify it in more detalil

(for example through detailed component interface specifications) and as we address the expanding
scope of théour multi-screen service prototypes through the project. Withiptbgct,we will keep

this document updadeto reflect this development.

As work on the architecture started before the D4.1 Prototype Service Descriptions deliverable was
available, we have adopted a set of assumed Core Technical Requireneswaisle us to proceed;

these are presented in thiscdment. Subsequently, with the release of D4.1 we have been able to
address requirements emerging from the service prototype descriptions. We have included the set of
prioritised user stories from the initial service prototype (Watchingffaet Home)ri this

document.

We have taken a o0l ayeredd approach to documentin
clarity and maintain an appropriate 6separation

1 The platform is defined as a set of services which suppptications running oadlient
devices. In defining these services we have described the service functionality, key interfaces
and technology choices where they have been made.

1 The client application architecture defines a common HTML and JavaScript environment for
the Distribued Media Application components, and the underlying application that manages
their lifecycle and presentation. It also details how this is supported on the various devices that
participate in the system.

1 The production architecture is defined at a higelldvowever we note that a detailed,
generalised production architecture is difficult to create, and specific production architecture
will be determined for eackervice prototype

The document also includes a comprehensive Technology Overview sectisantinaarises a range
of technologies that are potentially applicatoié¢he 2IMMERSE project.
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| AAOAOCEARIOKET S OEET EOQOET T O

AVC

Box

Context

Correlation

CSA
CENC
CSsClI
CSSTS
CsswcC
DASH
DMApp

DMApp
Component

DVB-CSS
Experience
Experience
Timeline
HbbTV
HEVC

HLS
Lobby

IMMERSEF

P

Advanced Video Codirg (H.264/MPEG-4 Part 10 AVC)

A metaphor for users sharing anexperience (i.e. in the same session) but
in different physical locations (contexts), based on the concept of the
theatre box.

One or more connected devices collaborating together to present a medii
experience. Each context has a contextld unigue its session. There can
be many contexts on a single LAN, but a device can only be a member o
one context at a time. Devices belonging to the same context must be ab
to discover each other using DIAL. Devices can join or leave a context at
any time.

The relationship between two timelines specified as a pair of timestamy
(one from each timeline) and a speed value

Companion Screen Application

Common Encryption

DVB-CSS Content Identification & other Information protocol
DVB-CSS Timeline Synchronisation protocol

DVB-CSS WallClock Synchronisation protocol

Dynamic Adaptive Streaming over HTTP

Distributed Media Application i a set of software components that can b
flexibly distributed across a number of participating multi -screen devices.

A software component that renders media object(s), or supports viewer
interactions.

$6"60 #1 1 PATEIT 3AOAAT AT A 300AA]
The experience of consuming a Distributedledia Application across
multiple participating devices in a context.

Time since the start of an experience. The progress of time during an
experience and the time position:
a media object arescheduled to happen.

Hybrid broadcast broadband TV
High Efficiency Video Coding H.265/MPEG-H Part 2 HEVC)
HTTP Live Streaming

A construct that allows groups of users who are members of the san
session (but potentially different contexts) to come together anc
communicate. A session can have |
or leave a lobby at any time and new lobbies can be created and destroy

Pagel0of (1395
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Media Composition
Protocol

Media Object
Timeline / DMApp
Component
Timeline

Media Objects

MSAS

Session

Synchronisation
Timeline

Synchronisation
Server

Synchronisation
Client

Timeline

Timeline Updates

TLS
TS

User

at any time.

A protocol for describing how media olects / feeds should be composite
together over time to produce a presentation optimised for a particular
presentation device.

The playback progress of a media object. This can be reported as tirr
since sart of the media playback in seconds. Alternatively, presentatior
timestamps signalled in the media stream e.g. PTS or TEMI in broadcas
streams can be reported.

Medi a streams or assets that Col
typical programme elements (main A/V, audio description, subtitles etc.)
but would also include clean feeds, audio commentary, auxiliary camer
feeds, metadata feeds, images, graphics, A/V clips (e.g. highlights
replays).

Media Synchronisation Application Serveri a server entity in HbbTV2.0
(and DVB-CSS) stacks that collects current playback timestamps from
number of synchronisation clients and synchronises them.

One or more contexts that are synchronised together into a shared med
experienceand presented simultaneously across sites. Contexts can jc
and leave a session at any time. Each session has a globally uni
sessionld.

A selected timeline to which a DMApp component will align itself e.g. the
experience timdine. A correlation between the Synchronisation Timeline
enables conversion of time values from the DMApp component timeline
and the Synchronisation Timeline.

A server entity that collects the current timeline position from the
Syndironisation Timeline and distributes this timestamp to
synchronisation clientsconnected to it.

A client entity that receives Synchronisation Timeline updates from the
Synchronisation Server and synchronises to the expected timediposition
of its own media playback based on the update.

The notion of progress of time or media playback progress. A timelin
may have its own time representation i.e. a tickate (ticks per second) and
a speed (speed at whicthe timeline progresses e.g. 1.0, 2.0, etc.).

Intermittent presentation timestamps indicating progress along the
timeline. Specified in the units of the timeline. Usually specified as a pa
of timestamps, the second timestamp representing the WallClocknte
when the presentation timestamp was read.

Transport Layer Security
Transport Stream

Someone consuming the media experience within a given context a
session. A user has a userld, obtained by logging into one or more devic
belonging toa context

© 2-IMMERSE Consortium 2017 Pagell of (135
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UX Engine User Experience Engine - orchestrates the distributed multiscreen
experience, managing each of the participating client devices, ar
adapting the presentation to theu s e enéironment, their participating
devices and preferences.

WallClock A shared clock representing a common notion of time by all entitie:
enabling or participating in an experience.

Pagel2 of (1395 © 2-IMMERSE Consortium 2017
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1 Use Case Summary

The 2IMMERSE project will develop four serviganovationprototypes of multscreen
entertainment experiencednlike existing serviceghe content layout and compositions will be
orchestrated across the available screens and an-bbgmxproductionapproach willenable the
experiences to be immersive, personalised and efficiently delivered.

Descriptions of thesservice prototypes and user stories derived from them form the basis of the
requirements for the system architecture. These are documented in project deliverable D4.1. The
service prototype descriptions are at different levels of maturity, which rettedtghe trials of the
service prototypes are planned at different points within the project.

A brief summary of the service prototypes is included below for reference. RMatichingTheatre
at Home servicerototype which is thdfirst to be trialled a set of user stories hlasen generated.
Thes are includedn Annex A- Watching Theatre at Home User Stoyialso for referencé hese
include a set of agreed prioritiddser stories have not yet been generated for the other service
prototypes but will be in due course.

Service Prototype Summaries

Watching Theatre At Home

This service innovation prototype is call€deatre at

Home because it offers an enhanced social experience f
users in a domestic context to
broadcast of a theatre performance. The wiehave a second screen
device that can access synchronized information streams directly froi
provider of the broadcast and from the web through social media
applications including Twitter but which can also, at times, feature au
and video chat wh others who are watching.

The service innovation prototype will enable a user to watch a theatre production, shot with multiple ca
as either a |ive or an o6as |ived experience. \
feedback throughout the performance, and to discuss it with others who are watching at the same time,
a different room or in a different home.

Owner: John Wyver (llluminations) Rights Originator: Royal Shakespeareo@pany

Watching Theatre At School

This service innovation is called Theatre in School. This
service enables pupils in schools across the country to watch a filmec
performance of a play performed by the Royal Shakespeare compan;
Pupils are able to augmiethe main filmed presentation of a play with
access to related supporting content and experiences to help them d
their understanding of the play. This related content may include a
synchronised transcript of the play, character summaries, shast film

- featuring the talent in the play and even live communication session \
the actors and other creative talent associated with the production.

Owner: John Wyver (llluminations) Rights Originator: Royal Shakespeare Compan

© 2-IMMERSE Consortium 2017 Pagel3of (135
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Watching MotoGP at Home \bC’RNA‘V

This service innovation will provide a user with a personalised experiences
can be controlled to suit a viewe.l
allow video footage and telemetry data to be displayed oxtmiof a large
TV and on smaller personal screens. The trials with consumers will take ple
multiple sites. Research insights will be captured from device/service
instrumentation and followp qualitative questionnaires and interviews with
trialists. We also plan to carry out VIP demos that could be held both at the
and at other VIP locations (BT Centre, BBC, Cisco, etc.).

The trial will focus on the Great Britain MotoGP race (September in 2017).

Owner: Andy Gower (BT) Rights Originator: Dorna Motor Sports

Watching Football In A Pub

This service innovation relates to an experience designed to suit UK city centre pubs
showing sport. It will mix large screen viewing with
opportunitiedo access content and interactive experiences that may be pla)
and promotional on personal screens. We anticipate a system capable of
supporting a diverse range of experiences centred, ultimately, on a single <
event but that finds a way to encogeaand promote business within the pub
through promotions and possibly competitions.

i D) I.Ni
) Emirates
‘\/ FACUP

| TaR

The trial will be centred on the Emirates FA Cup Final that will be held in May 2018.

Owner: Martin Trimby (BT) Rights Originator: The Football Association
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2 Requirements

2.1 Overview

As WP2hasstarted to consider thelIMERSE system architecture, WP4 has been defining the trial
scenariosn paralle] with D4.1 only becoming availabfer a short whileprior to this eliverable We
have defined aet of Core Technical Requirements to allow us to develop the architddiese Core
Technical Requirementgelargely based on the vision outlined in theMMERSE project proposal
and are described in more detail in tbdwing section.

Now that D4.1 is available, the architecture and core requirements will be reviewed against the details
of each of the four trial scenarios as they are defined at this early stage of the project. WP2 will evolve
the architecture to reflethe requirements of each of theMMERSE field trials as they emerge.

In the original 2IMMERSE project proposal, we said:

i AMMERSE will develop an extensible, standards based delivery platform based sabie
components that will accelerate thevdlopment of new immersive mugicreen experiences,
accelerate thetakep of the HbbTV2.0 standard and contri bu

From this statement, we can define some guiding principles for how we approach the architecture and
development oftte platform:

1. Sustainable production of live mullevice experiencdsi.e. a coseffective means to make
multi-device experiences in volume (withues e r at her t hoafnf sedx)p.ensi ve (

2. Integrate with existing TV broadcasting services, using appremiandards and practise to
produce an industrial strength solution.

Accelerate uptake of the HbbTV2.0 and contribute towards its evolution.

Leave something thatods plausi ble as a foundat
extensible, has tase open source and potentially be open sourced, and it has to be made
accessible to developers.

Objectbased broadcasting approdchedia is captured and delivered as objects.

Designed to work at scatdt has to work at scale if we want broadcasterdopt this
technology

Extensibility and reuse are particularly important; the ability for us to add new services to the
platform as the successive service prototypes require additional features, or, for broadcasters to use
and extend the platform aftére project is finished is essential. Similarly, for experience producers to
be able to reuse DMApps and DMApp components is essential for sustainable productions.

Architecturally, -swerareesadopppmgaahdémihir® i s com
1. Servicsthatare! Smal | | focused and doing one thing v«

2. The supporting ecosystem and authoring capability for new micro services

Both are extensible, scalable and following industry best practices, will give us a very clear separation
of concerns betwen our platform services and the supporting infrastructure.
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Although we are very early in the development cycle, we aspire to the following principles:
A Early integration
A Continuous deployment
A Enterprise level software
A Focus on security, scalability, raktness and maintenance

2.2 Core Technical Requirements

The following requirements are considered to be essential telMMERSE architecture. They have

been inferred from one or more of the four trial scenarios as defined at the beginning of the project.
They are all considered to be essential for the architecture and are deliberately expressed in-a solution
neutral way.

1. Association of multiple connected device&lients) in a home/school/pub environment, with
detection of device features (discovery anchtdn).

A multi-screen environment is central to thétMBMMERSE system, and a key challenge for the
project is to enable experiences to be adapted to arbitrary arrangements of connected devices.
Discovery of such devices and features is one of the first epsds setting up an experience.

2. Delivery, decoding and rendering of multiple media streamsn any client in the environment.

The processes associated with carrying heterogeneous media streams to a client and decoding
them are fundamental to a medreen experience. It should be noted that each client may have a
different capacity (for example bandwidth and processing resources) to decode media streams, and
this will need to be taken into account.

3. Composition of mediain arbitrary and dynamic layoutsgsentations.

Flexible composition is an essential enabler for interactive, personalised and adaptisemeiti
experiences. TheeMMERSE system must enable control of both spatial and temporal media
composition.

4. Synchronised presentation of medi®etwesn multiple clients in one or more environments.

Some 2IMMERSE use cases describe shared experiences in which media streams must be
synchronised between multiple devices in the same environmeatl@oation synchronisation)
and between devices in mplié environments (iet-location synchronisation).

5. Lobby/chat room to allow clients to meet during an experience.

Some 2IMMERSE use cases describe experiences which are shared between groups of people in
different locations. A mechanism is therefore reggito enable people to join a virtual group as
part of their experience. A lobby or chat room is the standard mechanism for achieving this.

6. Management of user identitiedo register and authorise access to experiences and enable
presence information to shared.

2-IMMERSE trials are likely be provided over public networks and therefore need a mechanism to
control access to mulicreen experiences. Individual users (or possibly households) will need to
be identified if experiences are to be personaliseshared between groups in different locations.
Identification is also an important key against which interactions and system behaviour can be
recorded in order to analyse how experiences are being used.
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7. Reaktime audio and video communicatiorbetween muiple home environments.

Some 2IMMERSE use cases describe how participants in an experience which is shared between
multiple locations have the ability to see and hear each other during part of the experience. Real
time communication places additional régments on clients involved in a mudttreen

experience, including low latency transmission, local capture of audio and video streams and echo
control.

8. Tools to enable production personnel to have live contraver aspects of composition in
home/school/pb environments.

9. User interface on one or more clients in the environment® interact with and control aspects
of the experience, which responds to the devices available in the environment.

A key feature of the-B®MMERSE system is the ability for controf the multiscreen experience

to be shared between its production team and individual users. Both groups must therefore have
sufficient controls to make changes during playout. The type and design of the controls is
prescribed when the experience is @daand on the client side their composition must be

adapted to the client environment.

10. Tools and/or data formats to author a multiscreen experiencén terms of layouts, events and
interactions.

2-IMMERSE multiscreen experiences will require a new apgpihda authoring which is

independent of any specific configuration of devices in the user environment. As a minimum this
will require new data formats to describe the elements of an experience and the rules for how they
can be assembled and interacted withe project also anticipates the need for new tools to

support this process which reduce the barriers to entry for creative professionals as well as the
impact on the time and cost for creating an experience.

11. Each system component (especially each cli¢mvgs key aspects of its behaviowand these
logs are aggregated.

Recording user and system behaviour is an important requirement folNIMERSE system
because it will provide essential insight into how experiences are being used. By building
integratel multi-screen experiences from the ground up, the project has a unique opportunity to
understand how user attention moves between devices.

12. Offline analysis of client behaviour logs after the event.

2-IMMERSE must provide a mechanism for offline analysikgs. This does not need to be part
of the 2IMMERSE system itself and could potentially be achieved by enabling logs to be
imported into thirdparty tools or platforms.

13. Monitoring of key aspects of the system during operatiowith option to aggregate drfeed
back into the experience.

In addition to recording logs for offline analysis, Som®MMERSE use cases describe how data
relating to user interactions and viewing behaviour may be presented within the experience (for
example within a pub environmgnThe system must therefore make this data available within
both the authoring and delivery/composition processes.
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3 System Architecture- Overview

We have taken a o0l ayeredd approach to documentin
clarity,andmai nt ain an appropriate 6separation of conc

Our layers are defined as follows:
1 Platform Architecturé the highlevel architecture of the-BMMERSE platform.
1 Service Architecturé the services that comprise the platform.
1 Application Architecturé how our client applications are architected.
T Production Architecturé how the production capabilities are architected.
The sections that follow describe each of these architecture layers in turn in detail.
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4 Platform Architecture

Figurel below shows our entb-end platform architecture at a very high level. This shows a basic
flow from production through to platform services, with clients accessing those platform services to
present experiences to usel$ie Application Architectire, Ratform Servicesand Production
Architectureare described in detail the next sections of this document

Internet ’
services ~

{soclal,
fom—

collab / chat,
3" party
content etc.}

———m

3rd Party
App Stores

Application
Architecture

Platform

Production :
Services

Figure 1: High-Level Platform Architecture

Figurel shows some examplé& Party Interret services as being separate to the Platform; these would
typically be used by DMApp components to provide content, data and features specific to these
components, but not core system functionalityamples might include social networks, collaboration

/ real time communications, live data feeds etc.

We also separate thighrty app stores e.g. Apple App store (i0S), Google Play Store (Android), and
HbbTV vendor App Stores, as although not considered a core part of the platform, they are a
necessargxising mechanism through which client applications will be made available to end users.

The wnderlying TV Platform is also shown separately; we assume we will be building on an existing
TV Platform that is capable of deliveritige and ondemand ontent. Wehave included this iour
service descriptiossince itshouldbe considered core, and the production architectures will still need
to be able taelivercontent throughhe TV Platform.
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Before describing thelient applicationarchitectureand platform ervicesin detail, we will introduce
or recap som@nportant concepts and terms:

1 Experiencei The experience of consuming a Distributed Media Application across multiple
participating devices in a context.

9 Context - One or more connected devices collabiogptogether to present a media experience.
Each context has a contextld unique to its session. There can be many contexts on a single
LAN, but a device can only be a member of one context at a time. Devices belonging to the
same context must be able isabver each other using DIAL. Devices can join or leave a
context at any time.

1 User Experience (UX)Engine - orchestrates the distributed midtireen experience, managing
each of the participating client devices, and adapting the presentatiorusefh@nvironment,
their participating devices and preferences. This has been decomposed into two services;
timeline and layout.

1 Media Composition Protocoli a protocol for describing how media objects / feeds should be
composited together over time to prodwcpresentation optimised for a particular presentation
device.
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5 Application Architecture

5.1 High-level Requirements

2-IMMERSE multiscreen entertainment experiences are composed of many applications configured
to work together to deliver the look and feebadingle application.-BMMERSE calls this collection
a Distributed Media Application, or DMApp.

The application architecture must address the following requirements:
1. Development of experiences must be sustainable.
2. Experiences must be tailored to the tem being delivered.
3. The presentation should be consistent on all devices.
4

Functionality must be available on multiple device types.

5.1.1 Sustainable Application Development

Producers need be able to create experiences quickly and efficiently for a lagefrar@grammes if
the multiscreen format is to succeed. DMApp development can be made sustainable by:

Exploiting commonality between programmes (i.e. genres)

2. Adopting a library of reusable templates and components that carskiemed to capitalise on
prior investment

3. Adopting technology that allows an application to be written once, but deployed to multiple
devices

4. Adopting datadriven components that can be reconfigured for use in different contexts

Deferring production decisions to audiences and skanaout engines to reduce the number of
device permutations and configurations to author for and test

Perhaps the most impactful way to reduce the cost of developing an experience is to license
components from'3party developers and to foster a comnynf open source components. This
might be the only option in circumstances where there is limited budget for developingaresth

experiences Hmouse.

5.1.2 Presentation

Consistent appearance of components across all devices has a bearing on the peadéjvet
experience. Moving a component of functionality from one device to another should preserve its
visual appearance. This is difficult without a common renderer running on all devices and it also
implies migration of state.

HbbTV 2.0 provides anpplication environment based on the open web standards of HTML5, CSS3
and JavaScript. This enables developers to author applications once and use them across a range of
devices. It provides a basis for migrating functionality from one screen to the hégt,preserving
appearance.
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5.1.3 Multi -device Support

Companion screen devices arent6t themselves HbbTV
are equivalent using web browsers or native applications that wrap web browser functionality.

Using web tebnology to construct distributed media experiences reduces the number of operating
systems to support, however abstractions such as the Television Application Layer (TAL) may still be
required to address minor incompatibilities between devices.

Homogenisig the application rutime environment by using web technology and exposing deei

media APIs via JavaScript simplifies the task of authoring, testing and deploying a distributed media
experience. It providesacregsl at f or m 6 Me di a -IMMEBSE&xperiences are whi ch 2
authored.

5.2 Application Stack

Devices participating in aBEMMERSE experience must implement the stack shown below.

Reusable Components

Host Application

i0S/Android/PC Device

Figure 2: Abstract Application Stack

A distributed media experience is composed of sgvetive and nomative applications running on
multiple devices.

5.2.1 Web Applications and Reusable Components

Web applications and reusable components deliver the core user experience. Both are written using
HTML5, CSS3 and JavaScript. Reusable componesiiged individual features or act as containers

that aggregate other components together. Components also leverage other units of reuse such as
JavaScript libraries and templates. The Web Application hosts these components and is also
responsible for theiife cycle. W3C Web Components are a candidate technology for reusable
components although other choices are avaflable

! Seehttp://www.oipf.tv/webspec/volume5a.htribr minimum browser requirements for HbbTV 2.0.

2 Seehttps://www.youtube.com/watch?v=5sERJ jwof o r Net flixbés solution that S W
primitive boxes and pure JavaScript.
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5.2.1.1 Component Life Cycle

Users may personalise their setup by deselecting components or enabling new ones during the
experience. The acevset of components is also influenced by companion devices joining and leaving
the experience and by layout changes triggered by the broadcaster.

For example, a user may choose to enable a compo
h o mesécase in response to a recommendation from a friend received by voice chat. The
introduction of this new component may also cause layout changes on other devices.

The active component set can be manually configured from any companion screen device to
personalise the experience. A reusable rdivice configuration component is therefore required.

Administrators may choose to limit the availability of components to certain times or restrict access
through authentication and DRM schemes.

5.2.2 Host Application

The Host Application provides a common runtime environment across all devices and is responsible

for hosting web applications. The Host Application is a native application written using a wrapper
technology such as Cordova or Titanium, or a web browsenirg native plugins). On an HbbTV

2.0 terminal device, the host application is an implementation of the HbbTV 2.0 profile. The host
applicationds job is to provide a consistent web
platform APIs via Java3ipt bindings. An HbbTV 2.0 terminal has an application manager that is

responsible for launching TV applications and managing their life cycle. -TM&ERSE application

stack features a similar component for managing web application life cycle on comganices.

5.2.3 Launcher Application

A device may also optionally run an HbbTV companion screen launcher service to permit HbbTV 2.0
terminals to launch companion screen applications. The Launcher Application is a native application
provided by the televisiomanufacturer. Part of the process of launching a companion screen from an
HbbTV 2.0 master terminal is proprietary and the manufacturer may elect to support a limited number
of companion platforms. This is a consideration to take into account when &ppiisty a 2

IMMERSE experience.

53 Device Roles

Devices have specific roles within daMMERSE experience and this gives rise to differences in the
application stack specification for each of those devices.

Device Role Description

Mobile & Desktop Companion | HbbTV 2.0 CSS running on Android and iOS phones/tal
and desktop PC/laptops. The desktop companion can be
for integration testing.

HbbTV Master HbbTV 2.0 Television (due to market Q2 2016) acting ¢
master device.
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Device Role Description

Emulated HbbTV Master Placehtder HbbTV 2.0 STB for the development and test
of extended features until HbbTV 2.0 devices are reg
available. This stack represents the HbbTV 2.0 profile su
used by 2ZMMERSE experiences and may include featy
classified as optional in thedd TV 2.0 specification.

Headless Companion A headless companion that permits devices lacking a scre
participate in 2MMERSE experiencesThis is useful for
automated testing where it is more practical to -sgina
headless companion instance thanplaysical device with
screensA healless companion can be run ol Idevices in
the home as part of an integratexperience. One example
an lorl light bulb that is dimmed to warn viewers that
programme is about to start, simulating a cinema or ¢
experience more closelythe headless companion stack ¢
also be run on embedded devices, servers or in contin
integration environments.

It might be useful to consider a games console application stack too. Games consoles have powerful
graphics pocessing capabilities that make them suitable for hosting a local composition service or the
UX engine, including layout and timeline services.

5.3.1 Mobile & Desktop Companion Device Stacks

DMApp component DMApp component DMApp component

2-Immerse web application environment

L Webkit browser
2-Immerse Cordova application -
Desktop browser extension

i0S HbbTV Android HbbTV WebRTC native Desktop HbbTV BBC desktop
library library plugin(s) library companion lib

i0S or Android device Windows/MacOS/Linux PC

On mobile devices, the MMERSE Cordova application exposes DVBEE&II, WC, TS), DIAL,
App2App and WebRTC via JavaScript APIs. The underlying functionality is provided by Cordova
plugins written natively for iOS and Android. The BBC iOS companion library and IRT Android
companion library will be utilised for this purge.

On desktop devices, the BBC Chrome extension for companion apps will provide media player control
and HbbTV discovery in a browser. DVB CSS (Cll, WC, TS) and App2App APIs will be exposed to
JavaScript via further desktop browser extensions.

On continuais integration servers, a replacement browser driver can be used to help run automated
tests.
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5.3.2 HbbTV Master Device Stack

DMApp component DMApp component DMApp component

TV application environment (browser)

HbbTV 2.0 stack

QEM HbbTV-compliant TV

The HbbTV master stack will utilise the BBC TAL library (or equivalent) because not all HbbTV 2.0
devices on the market will providgentical functionality. For example, there are optional parts to the
HbbTV 2.0 profile and there will be implementation differences and firmware bugs from one
manufacturer to the next.

5.3.3 Emulated HbbTV Master Device Stack

DMApp component DMApp component DMApp component

Emulated TV application environment

Firefox web browser CSSTV application
(extended with DASH support)

FireHbbTV Remote control add-

Add-in in CSSTV add-in

Raspberry Pi 3 or HDMI PC stick

The emulated HbbTV master des may be a small forsfactor PC, such as a Raspberry Pi or HDMI

stick, running a virtual machine or Docker image to emulate HbbTV 2.0 terminal features. The stack
canplayMPE2 tr ansport streams using the BbBgedds CSSTV
prototype extended to include support for DYOBSH playback. The application environment is

provided via a browser such as FireFox or Chromium leveraging a FireHli&rapproach to run

HbbTV master applications in the browser. An infrared remote caadiih will provide the browser

with user interactions and the BBC6s ACSSTV in b
proxy for UDP traffic and JavaScript support for media synchronisation.

5.34 Headless Companion Device Stack
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node.js module node.js module node.js module

Headless device application environment (node.js)

node.js HbbTV extension 1 node.js HbbTV extension 2

Headless device (eg. lighting controller)

DVB CSS (Cll, WC, B), DIAL & App2App APIs are exposed to node.js via extensions. One such
example is Fraunhofer "hbbtv": a module for node.js. It implements the DIAL protocol and the
extensions defined in the HbbTV 2.0 specification. The module can emulate both the RIKL cli
(companion screen) and the DIAL server (HbbTV device).

Node.js modules (as opposed to native extensions) can be used to modularise applications into
components and to implement the functionality of the headless device application environment.

54 Web Application Architecture

Components provide much of the functionality associated with a web application, but there are
architecturafequirementshat must be satisfied by every web application regardless of which
components are activatethe following tablehighlightscommonarchitectural concerns associated
with web application developmetitat the application architecture must address in order to support
DMApps.

Singlepage application (SPA) infrastructure SPAs offer a more nativapplike experience for
the user. Single page apps are distinguished b
their ability to redraw any part of the Ul withouf]
requiring a server rountlip to retrieve HTML.
Caching is also used to minimize server round
trips.

(Seehttp://singlepageappbook.com/goal.html

Separation of concerns Ensuring separation of concerns by implement
the request processing logic and application lo
separately from the user interface. Choosing a
pattern such as MVC or MVVM to simplify
eventdriven programming of user interfaces

Request Processing RESTful service calls between the browser an(
the server are asynchronous. The application
architecture and user experience must be desi
to handle asynchronous requests

View management Views observe model changes and redraw the
automatically using an event change system th
listens to natifications from models. Views also
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manage internal view state

Navigation

A consistent navigation structure for the
application t hagdidaton de
logic

Session state management

The web application must deal with what to stg
where to store it, and how long information will
be kept. The application must store state (both
locally and remotely, when possible) so that ug
can pick up wheaver they left off

Service clients

Client libraries are required by the web

application in order to invoke service APIs. The
hide the client from details of the communicatiq
protocols used to transfer data to/from the sery

Connection/disconnection magement

AOf ffliirneet 6 i nfrastruc
network connections can be unreliable or slow
This principle also improves responsiveness of
the applicationds wuse

Component life cycle management

A more specific requirement for 2merse web
applications is the ability tostantiate/Kkill
reusable component instance (sjle/showand
enable/disable componerasd refresh or upgrad
components.

Logging

Designing an effective logging and
instrumentation strategy is important for the
security and reliability of the application. Typica
events that are logged in a web application
include state transitionspmponent activation,
performance, latencypandwidth,user
interactionsand analytics

5.5 Application Architecture Technology Choices

Certain technology choices and decisions remain outstanding pending further investigation. In

particular:

1. Choice of web browser wrapper technology (Cordova, PhoneGap, Titanium)

S

Choice of state management framework

Choice of component technology (Web Components, Polymiag Xpure JavaSgt)
Scene management (Virtual DOM, Readt, Gibbon)
Technology choices for native HbbTV/CSS web browser and web view plugins.

Whether a game application stack is required
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5.6 Deployment Considerations

The various applicain components and layers identified in this section have different deployment
models associated with them, and as we develop each of these, and each of the trial experiences, we
will need to manage their deployment carefully. This topic is given furthesideration in

Experience Deployment
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6 Service Architecture

The table below summarises t@eservices that comprise theMMERSE platform, and where
they could be deployedhthomeor cloud) Note that ifhome here refers tbé¢ local environment of
the participating devices, so for the rdmmestic trials this would representdohool or IRpub.

{ SNIAOS 554 ONA LJG A Lyzv {OFLtS

Serwce Registry Service @covery s

Device Discovery Device discovery and

(inc. DIAL client and server) communications >

UX Engine DMApp achestration,

adaptationand per household

a) Timeline composition per household

b) Layout . .

¢) Serveibased Composition per device / per
composition
permutations

Timeline Synchronisation  Multi-screen content

a) In Hhme synchronisation s , per household
b) Between Home per session
Content Protection/LicensiniMedia content
Service protection ’
Identity Management and  Identity management
Authentication and authentication ’
Sessiorflobby)Service User group discovery
and management ’
Call Server (SIP) Real time
communications ,
services
Logging System activity
monitoring ’
Analytics Platform usage and
performance insights ’
Origin Server/CDN Media objectand
DMApp omponent s
distribution
TV Platform Live and ordemand TV

content distribution >
Table 1: Core Services

In addition to these core services, additional services will be required on a trial specific basis; for
example, backend services mzgy/required to support particular DMApp components that are part of
the trial experienceor, specific services may be required as part of the production workflow for that
trial.
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As noted in the table above, for the UX Engamel Syncservices, we can sé&o envisaged
deployment options; one whetfeese serviceare deployed #mome (for example running on the TV
device), and alternatively with theservices running in the cloud. These two models are shown in

Figure3 and

Figure4 below. We do not envisage supporting both models in a single trial, but will likely decide on
a particuladeployment model on a trial specibasis.
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Figure 4: Service / Client Deployment cloud UX Engine Services
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6.1 Service Descriptions

The sections that follow define services, provide descriptions of their functionaliiptenfaces, and
where appropriate identify selected technology.

6.1.1 Service Registry

Client devices and applications that need to use platform semias to be able to establish their
availability, and where they are hosted. A typical mechanism foliegahis is a service registry,
which is deployed to a weklnown location (the address of which would typically be part of the
application configuration). As the platform services are provisioned, they registehastrvice
registry so that they adiscoverable by the applications wishing to use them.

Where we may have services deployeti@me or in the cloud, our service registry solution needs to
be able to accommodate this efficiently.

Selected Technologies

There are a number of widely availabled open source implementations of service registry (Consul,
Spring Cloud, ZooKeeper et al.), some of which will be integrated into a particular cloud PaaS
(platform as a service); so it may be that selection of a PaaS will drive the use of a particakar se
registry.

The particular solution we will adopt is still to be determined.

6.1.2 Device Discovery

The device discovery service enables applications, e.g. running on companion screen devices, to detect
available TV sets and STBs and services they suppgrtsync service, in local networks.

Additionally, the service allows applications be launchedn the discovered device. The service also
provides a way to check whether an application is already running on a discovered device, via
application to apptiation(App2App) communication.
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Device Discovery Architecture Overview

/ HbbTV Terminal \ Companion Device
| Discover CS HbbTV CS Discover CS TV Manufacturer
! bt Manager Launcher App
Install or Launch Launch CS App
CS App
(JS API) Launch CS App
HbbTV App .
Il. —_— | DIAL Server Discover (DIAL)
Launch
HObTV App Launch (DIAL)
Companion App
n — 3] AppZapp |
. App-to-App Com. Server
(WebSockets App-to-App Com.
JS API) (WebSockets)

Figure 5: Device Discovery Architecture Overview Diagram

At the time of writing it is assumeIMMERSE will adapt the protocols as for Discovery, Launch
andApp2App Communication as defined in the HbbTV 2.0 specificatagure5 provides a high

level overview of the specified components, the information exchanged between these components
and the protocols used to transfer the imfation between components. The diagram uses the
following notation:

9 Boxes with roundcornersdenote devices (i.e. HbbTV terminal and Companion Device)

9 Boxes with straightornersdenote software components (e.g. App2App Server, DIAL Server,
Broadcaster Gopanion App)

1 Arrowsindicate the direction of information flow. Labels indicate what information is
exchanged. In those cases where the information flow is within the scope of the HbbTV 2.0
specification (blue arrows), text in brackets provide detailhernterface or protocol used to
transfer the information.

9 Blue colourindicates that the respective interface and protocol as well as the behaviour of the
respective component is specified in the HbbTV standard.

1 Grey colourindicates that the specificati and implementation of the respective components,
protocols or interfaces is under the authority of the TV manufacturer. It is out of scope of the
HbbTV 2.0 specification.

1 indicates that indicates that the specification and implementatiomer the
authority of the Companion Screen manufacturer.

| labels those components who are under the authority of the provider of the user
experience (e.g. broadcaster).

9 Dashed linedivide the diagram into three areas, each labelled wibimam number.
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Area |. covers theelementsof the Discovery Architecture that deal with comparsoneen interaction
initiated by an HbbTV application. Major components are the HbbTV CS Manager on the HbbTV
terminal side and the TV Manufacturer Launcher Apghe companion screen side. The HbbTV CS
Manager exposes a JavaScript API that althe HbbTV Applicatiorto initiate the Discovery of
companion screens and subsequently request the launch oftemsezbor native app on the respective
device. In casa desired native app is not available on the targeted companion device yet, the HbbTV
application can request the installation of that native app. It is important to note that the protocols for
Discovery of companion screens and the Launch of Apps ondiegimes is out of scope of the

HbbTV 2.0 specification, but under the authority of the TV manufacturer. To be able to Discover
userso devices on the |l ocal network it as cruci a
installed on their companiorieen device.

Area Il. covers components, interfaces and protocols that allow Companion Screeto Aiggsver

HbbTV terminals ando launch HbbTV apps on these devices. For this purpose HbbTV 2.0 adapts the
DIAL protocol (http://www.diatmultiscreen.orf). For discovery, DIAL references SSDP (simple

service discovery protocol) which is part of the UPnP stack. To discover an HbbTV terminal,

Companion Screens send a UDP message to multicast address 239.255.255.250. Terminals willing to
connectrespondwith Not i fy mes s ag e .confainghe bPaR Bevcg Pedgiptibne a d e r
URL, which is used to retrieve the REST endpoint of the DIAL service. To launch an HbbTV App on

the HbbTV terminal the companion app sends a HTTP POST request to this endgaintregpan

XML AIT. Via HTTP GET the Companion Application can retrieve the endpoints fot@appp

communication (see Area lll.) and companion screen synchronisation.

Area lll. covers those parts that enablalsectional exchange of messages betweamgizanion

Screen Applications and HbbTV Applications. Messaging is done via the WebSocket protocol. For
this purpose the HbbTV terminal provides a WebSoe8atver (ApRApp Server) that provides
endooints for the HbbTV application and Companion Screen Apfbns.

Interfaces

1 Query device: Listens for local device discovery queries, responds to issuer with location of
device description.
1 Get device description: Returns description of the device including supported services:
0 Application launch
0 Local synchroisation
0 app2app communication
1 Launch applicationLaunches an application on the device.
0 Launch is approved by either checking a whitelist or getting user approval
0 Returns status, whether launch was successful, denied by user or an error like
application ould not be loaded.
1 Open app2app connection: Open a connection to an application running on the device. Returns
a connection, which gets paired with an application if that is already running or later on when
it gets started on the device. A pairing congdietnessage is send afterwards.
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6.1.3 Timeline

The timeline service is responsible for managing the timeline of an experience as it is presented over a
set of participating devices (i.e. a context). It uses authored timeline metadata and optionally live
triggers to determine what media objects / DMApp Components are available for potential

presentation as the timedirof the experience progresses.

As the current set of media objects / DMApp Components changes (either through reaching an event
in the timeline meatdata, or on receiving an external event trigger), the timeline service will send an
updated component list to the corresponding layout service instance.

The format for timeline metadata is still to be specified, but will need to describe the changing
avaliability of media objects and DMApp Components that comprise an experiencdewkration
of that experience.

This service could either be deployed in the cloud (an instance for each context), or within a client
device.
The timeline service has the foling interfaces

9 Load experience (content id)

Ingest timeline metadata (content i4RL)

1

1 Sync
1 Event Trigger
1

Component list

6.1.4 Layout

The layout service is responsible for managing and optimising the presentation of a set of DMApp
Components across a sefpafiticipating devices (i.e. a context). Given a set of media objects /
DMApp Components, authored layout requirements, user preferences, and the set of participating
devices and their capabilities, the layout service will determine an optimum layoumpdents for

that configuration. It may be that the layout cannot accommodate presentation afatbleva
components concurrently.

The service instance maintains a model of the participating devices in the environment, and their
capabilities e.g. videwcreen size, resolution, colour depth, audio: numberasfredis, interaction:
touch etc.

The layout requirements will specify for each media object/DMApp compgiagott constraints
such as min/max size, audio capability, interaction suppodywhethe the user can oveide these
constraints. Some of these constraints may be expressed relative to other components (priority,
position etc.).

The grammar expressing layout reqmemnts is still to be specified.
Layout changes can be trigget®ada numbeof events:
1 On receiving an updated component list fromlty®ut service
1 On client devices joining or leaving a context (through a manage context call).

1 Onreceiving a manage component call from a client device application.
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As such layout updates needo® pushed to all participating clients (for example, by a mechanism
such advebSckets).

The data format describing layout that is pushed to clients will be logically related to the Media
Composition Protocol defined in the Segased Composition servicsince the layout format will
essentially describe the composition of DMApp components on a device display, however the format
of this data is still to be specified.

This service could either be deployed in the cloud (an instance for each contextjroawltent
devce.

The layout service has the following interfaces:
1 Manage context (Create / Join / Leave) (capabilities)
Component List (a list of the currently available components)
Manage component (Hide/Show/Move/Clonslbject to role/permissions

1

1

9 Load experience (content id)

1 Ingest layout requirements (contentWRL)
1

Layout (metadata describing the current layout of components across all participating devices)

6.1.5 Server-BasedComposition

The composition service provides-tire-fly compositing of nedia feeds on client devices or via
dedicated servers for client devices with limited bandwidth, performance or batteBx&faples of
composition include:

1 Picturein-picture

Cropping and scaling

Video tiling

Animation

Info-graphic rendering

Camera/VT tansitions (cros§ade, fade to white/black, straight cut)
Visual effects

Audio mixing

= =4 -4 -4 -4 A - -

Rendering of textual overlays e.g. subtitles

Responsive muklscreen layouts require clean feeds to be composited after broadcast in order to adapt
to the changing cli@ ecosystem of users, apps and deviEes composition service runs downstream
from production and can be located:

1 At the origin/heaeknd as a permutation cache
9 In the cloud
1 On a networked device local to the experience
1 On a client device
© 2-IMMERSE Consortium 2017 Page35 of (135




D2.1 System Architecture |MMERSE | :

The compositiorservice is capable of generating outputs that are taiéate for the resolution, colour
depth and bandwidth requirements of each client delightweight compositing operations such as
overlaying menus will be performed on client devices such as $dIBgisions, tablets and
smartphonesThese client devices still have the separate task of synchronising the playback of
composited media feeds generated by the composition service.

A more detailed description of the compmsi service is given idnnex C

Interfaces
The composition service has interfaces for:

9 Configuration(e.g. secure licensing server, CDN origin server, media feeds)

1 Media Composition Protocol

1 Exchanging DRM keys and authentication

1 Remote control and monitog

i Life-cycle management
The Media Composition Protocol itself is part of
6.1.6 Timeline Synchronisation

A multi-device synchronised experience consists of a number of media objects that will be presented
on separate parifgating devices (muldevice presentation is managed by the Layout and Timeline
services, see Secti@nl.q), at times specified on the experience timeline. These media objects are
manifested in the experience by DMApp components and can be discrete such as images, infographics
or continuous such as live/alemand audio/video streams.

The Timeline Synchmmisation Service enables DMApp componentsievices participating in an

experience to synchronise to a source of timing information (a timeline) representing the progress of

the experience. In d@ntra-locationsynchronisation scenario, companion devgghronise their

content playback to a master device e.g. a TV playing a broadedsltifered stream; all devices

residing on the same network. In this particular context, the experience timeline (also called the
synchronisation timeling) isthetimelhne of t he master deviceds conten
progr amme. Provided mappings from the Synchronis
timelines are available, the companion devices can synchronise their DMApp components to the

master TV.

In another scenarianter-locationsync), devices at different locations synchronise their content
playback as part of a distributed synchronised experience. In thisgaoétion synchronisation
configuration, the synchronisation timeline can be ortb@following:

1) the timeline of an elected master device,
2) a mutuallyagreed timeline, achieved through timing contributidnsindependent peers, or
3) atimeline set by a central coordinator e.g. the experience timeline as set by the Timeline Service

3 Although, it is possible for a mutuatygreed timeline to be achieved independently through consensus by
individual peers through rounds of state updatetef@r here to a centralised service that receives timeline
progress updates from all peers and computes a reference timeline position that all peers should adhere to.
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The Timeline Synchronisation Service provides Synchronisation as a Service (a SaaS) to devices,
allowing them to subscribe to synchronisattomeline progress updates. Based on these timeline
progress updates, the devices can decide on how to adapt their bleybalieve synchrony.

In particular, &Synchronisation Servéa Timeline Synchronisation Service provider) and a
Synchronisation Clier(a service consumer e.g. devices in the experience) have distinct
responsibilities in achieving the synchronised expee.

A Synchronisation Server drives the experience by collecting/distributing timeline updates and making
decisions about the reference timeline position of Synchronisation Clients (SC) after every round of
synchronisationit essentially performs theame functions as the MSAS (Media Synchronisation
Application Server) component in an HbbTV 2.0 terminal; in fact, in-leication synchronisation
scenarios, we may assume that the Synchronisation $etkierMSAS.

In more detailsthe SynchronisatioBerverperforms the following:

f Collects timeline positiofsf DMApp components from the individual devices (the
synchronisation clients, SCs)

9 Calculates delay differences between the media playout of the synchronisation clients, and
creating Control Timagamps (a reference timestamp) based on this. The Control Timestamp is
usually a position on the Synchronisation Timeline.

T Distributes Control Timestamps to SCs to suggest the timing of presentation that each SC should
align to in order to achieve synchrsed timing of presentation across all SCs.

1 Optionally receives Correlation Timestamps from the Timeline Service, and uses these to translate
the timeline of the media objects and Control Timestamps.

Synchronisation Clients, on the other hand, perfornidth@wving functions:

1 Provide periodic timeline updates of their media playout as Actual, Earliest and-Latest
Presentation Timestamps.
0 The earliest and latest presentation timestamps represent the time range of the media that
is currently loaded intheplae r 6 s buf f er
0 The timestamps may be converted to positions on the synchronisation timeline
1 Receiving control timestamps from the Timeline Synchronisation Service and adapting their
media playout to reflect this changed relationship between their contetingérand the
WallClock.
1 Optionally receiving Correlation Timestamps from the Timeline Service, and using these to
translate the timeline of the Control timestamp to its content timeline.
1 If performing the master role, provide content identification udaEt&SCs to inform them about
the content/programme it is playing.

All presentation timestamps reported by Synchronisation Clients arevitsag:spect ta common

time clock; they actually represent a pair of time values read at the same time (tioméeon c

timeline, time of common clock). To this end, all actors in the model share a common time reference
via a shared WallClockThis is achieved by each device maintaining a local WallClock instance
synchronised to a master WallClock using clock symgisation techniques. An overview of the
WallClock service is given iAnnex B

* Actual presentatiortimestamps, Earliest Presentation Timestamps and Latest Preseftatestamps from
DMApp components§ynchronisation Clien}sare actually sent to the Synchronisation Service

®> The WallClock is a software clock at each device/service that is kept synchronised to the WallClock instance
on the synchronisation master témal via time synchronisation schemes (e.g. @%S, NTP, etc).
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We illustrate the roles of the Synchronisation Service and its clients by presenting an abstract model of
their operation irfFigure6. The Timeline Service, the Timeline Synchronisation Service and its clients
are showrhere as abstract components; no assumptions are made as to where they run (on same
devices or on the local network or in the cloud).
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Figure 6: Abstract Timeline Sync Modeli Sync Client B synchronising to Sync Client A

All presentation timestamps reported by Synchronisation Clients are read w.r.t. to a common time
clock; they actually represent a pair of time values read at the same time (time on content timeline,
time of common clock). To this end| actors in the model shasecommon time rference via a

shared WallClock. Thiss achieved by each device maintaining a local WallClock instance
synchronised to a master WallClock using clock synchronisation techniques. An overview of the
WallClock service igjivenin Annex B

In Figure6, two Synchronisation Clients A and B play distinct video streams StreamA and StreamB
respectively as part of an authored experience (retrieved by the Timeline Service). Sync Client B
needs to synchronise 8ync Client A; Sync Client A is the master device. Both Sync Clients A and B
share a synchronised WallClock with the Timeline Synchronisation Service. The clock
synchronisation is achieved using the WallClock service. Each Sync Client sends timelins tgpdate

the Timeline Synchronisation Service to indicate the current position on its timeline. The timeline
update contains the Actual Presentation Timestamp, the WallClock time when the Actual Presentation
Timestamp was read and Earliest/Latest availableegitation Timestamp of content being played.

Based on timeline updates from Sync Clients A and B, the Timeline Synchronisation Service can build
an estimate of each clientds content t iFigueel i ne
6). Using a correlation (, Tg) from the Timelhe Service, the Timeline Synchronisation Service can

map time values from each timeline to the other. Based ohctivel Presentation Timestamps,

Earliest Presentation Timestamps and Ltgegsentation Timestamps from each clidmg, Timeline
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Synchronisation Service suggests a presentation timing for each client. Client B can then adjust its
playback to this new presentation timing.

If the timestamps from B indicate that it may be hardatchup with A, then the Timeline

Synchronisation Service may instruct client A to decrease its presentation speed by sending it a control
timestamp as welllThe Timeline Service itseffinctiors asa Synchronisation Clieiiftit assumes the

role of thesynchronisation master (this is outlined in more detairinex B).

The Timeline Synchronisation Service provides the following interfaces:

1 Enable Synchronisationestablish a timeline synchronisation service instancexparience and
make Timeline Synchronisation interface endpoint known to clients)

1 Timeline Synchronisation interfacéor master timeline negotiation, timeline update collectien/re
distribution, computed reference time position distribution

1 Content Identitation & Other Information(for content identifier and serviesndpoints
dissemination to clients)

1 Rebase Experience Timeline Correlatidnpdate experience timeline/ WallClock correlations if
postproduction latencies are introduced)

Selected Technologs

There are a number of alternative technologies and approachesavirag media synchronisation,

each delivering different synchronisation accuracy and convergence ddiayfellowing solutions

are favoured candidates to achieving WallClock Syndkadion and Timeline Synchronisation in

both intralocation and intefocation synchronisation configurations. They have been selfertdukeir
synchronisation accuracy and the suitability for both local and distributed deployment configurations.
A local deployment configuration will allow independent instantiations of our platform (e.g. for
demos) and will leverage loeaktwork performance to deliver more accurate synchronisation. Other
reasons artheir availability as open standarn@dbviates tieups with proprietarysolutions) andhe
existence ofelatively maturémplementations

Timeline Synchronisation DVB-CSS HbbTV 2.0 Stack) for intrdocation Sync,
cloudbased DVBCSS variant for intelocation sync

WallClock Synchronisation DVB-CSS WallClockSynchronisation Protocol, W3C Wg¢
Timing API

Content Identification Service DVB-CSS Cll protocol

A more detailed explanation of how to achieve both #r@ed intralocation synchronisation based on
the technology selections is providedMiedia SynchronisatiofAnnex B). In particular Annex B
describes how the actors and interactions in our model are mapped into existifgIB/&mponent
roles and protocols.

Available implementations

1 Synchronisation Client on mobile devicess8B8 s i OS Sync Library, | RTH
Library
T Synchronisation Client on desktop browsers: E
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T Ti meline Synchronisation Server CS§TWchroni sati
Emulator
6.1.7 Content Protectionand Licensing

Media content proteion is where access (playback and/or download) to media content is limited to
users/accounts which are currently suitably authorised, in such a way that access cannot be easily
propagated to other users, or to the current user once any authorisatigpiteasa been revoked.

The requirement that access cannot be propagated and is limited to authorised usage imposes
constraints on thauthorisation model and additional technical requirements. This is because-the end
user of the media (the person(s) vieg/consuming it) is also an adversary who could otherwise
consume the media data and then replay it teauthorised users, or consume it by a means that is
not authorised. Policy and technology to implement these restrictions is referred to as Qjpiwal Ri
Management (DRM).

Technical mechanisms to do this include:

1 Contacting a remote license or key server when media is about to be accessed, to check
whether and how content can be consumed, and/or what keys are required to decrypt it.
Transport encryptio: encryption/protection of data being transmitted against passive or active
snooping.

Encryption at rest: encryption of data (temporarily) stored in user controlled/owned devices.
Obfuscation of keys, credentials and/or decryption mechanisms in software.

Obfuscation of keys, credentials and/or decryption mechanisms in hardware.

Obfuscation of and/or technical barriers around hardware paths which carry unencrypted
media or key data.

E N ] =

Which mechanisms are used and how is a todflbetween the level of pratdon required, hardware
availability/requirements, client platform support, technical cost/difficulty, and media distribution
platform. Protection mechanisms implemented in software are simpler to implement and more
portable however offer less protectitran hardwardased mechanisms. This is because the level of
competence, cost and difficulty required to read or modify content protection software is orders of
magnitude less than that required to reversgineer or modify content protection hardware.

Current commercial hardware platforms for consuming content, including a significant subset of TVs,
tablets and smartphones, and a smaller subset of PC/laptop type devices, include hardware protection
mechanisms. However, development platforms such as fgided to emulate a HobbTV 2.0 TV, are
unlikely to include any hardware support for DRM/protected content playback. Therefore, any media
content to be used in a trial with development devices which needs to be protected, will only be able to
be protected sing softwarebased mechanisms. The mechanism by which content is protected would
need to be agreed with the relevant rights holders/owners and may limit the choice of what content to
use.

Possible content protection types which could be used in a tinig development devices include:

1. No encryption at all, only authorisation.
This is probably insufficient, as it is vulnerable to trivial snooping.
This does not require a content protection service.
2. Transport encryption (TLS) with authorisation.
This may le sufficient as it prevents trivial recovery of the media by snooping.
However this requires that the media distribution platform (typically a CDN) implement
validation of authorisation credentials and TLS for media download. This is unlikely to scale
well or be compatible with current media CDN platforms.
This requires that the media distribution platform uses the identity management and
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authentication service for access control, but does not otherwise require a content protection
specific service.

3. Encrypton of media data, with keys stored within an unencrypted part of the media data.
This imposes a slight inconvenience on an attacker, who would be able to decrypt all items of
protected content even if not originally authorised.
A standardised implementati of this is using ClearKey with MPEBASH CENC.
This does not require a content protection service.

4. Encryption of media data, with pahared key(s).
An attacker who extracted the pbared key(s) from the executable would be able to decrypt
past and fture items of protected content, even if not currently authorised.
This does not require a content protection service.

5. Encryption of media data, with key(s) retrieved separately using transport encryption and
authorisation.
This is the mechanism used faofected BT Sport HLS content on tablets/smartphones, see
section9.5.1.6
An attacker would need to be authorised, to extract the key(s) used to decrypt the content, and
these key(s) would not allow decryption of other iterhsontent.
In the case of BT Sport HLS, a key server is contacted for each individual segment (10s chunk
of media) during playback. This imposes scalability requirements on any key server
implementation used in a trial. These scalability requirementsl t@uteduced by sharing
keys between multiple media segments, or by using the same key for the entirety of the item
of content.
This requires a content protection service, which acts as a key server and uses the identity
management and authentication segwiovalidate user credentials.

Of the possible content types listed above, only type 5 requires the addition of a specific service for
content protectionThis service would act as a key server.

Selected Technologies

MPEG-DASH CENC is a standardised nianism to encrypt fragmented MP4 media files as used in
MPEG-DASH using a common key(s), and optionally include proprietary metadata for one or more
DRM schemes to be able to independently decrypt the content. This could be used as the media format
for opions3to 5 above, optionally including a proprietary marker to label any choice of scheme in
options4 and>.

In a production system vehne protected content does not need to be consumed on development devices
without hardware support for protected content, MHEASH CENC could be used with one or
hardwarebased commercial DRM systems. Commonly used examples include: PlayReady, Marlin,
Widevine, FairPlay and Adobe.

6.1.8 Identity Management and Authentication

Components of the system includitige lobby, social/communications functionality and access

control for media content may require that users (individual persons or groups of persdmes) can
identified as being associated with an account. Users could be invited to create an account and enter
their identity details and credentials to authorise access to that account, at fiostinglke case of a

trial, may be allocated an account in adge.
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Authentication is used within the architecture for:

1

)l

An entity to prove its identity to other entities by proving that it has the required authorisation
credentials.

An entity to be authorised or unauthorised to access user data, media conteets,sarvi
perform other actions.

An entity to assign or revoke authorisation credentials to/from an .entity

The authentication architecture contains a number of entity types:

1

1
1
1
1
1

Users (individual persons or groups of persons)
Accounts

Client devices

Client appications

2-IMMERSE platforms

3% party platforms

Possible authentication scenarios include:

1.

A user signs into an account using a client application. Authorisation for that account is stored
on the client device for future use by that client application.

A user returns to a client application that they have previously authorised to access an account,
the client application signs into the account without requiring any credentials to be input.

A user revokes authorisation credentials previously assignedignadevice and/or client
application.

A user creates, deletes, accesses or modifies an account. The authentication model may require
that some operations such as these are privileged and require inputting credentials again or
inputting separate credeais, which are not then stored on the client device.

A user creates, deletes or modifies a subsidiary account associated with a primary account. The
subsidiary account may share some subset of the capabilities or access rights of the primary
account. Thisnay be useful for child accounts with some form of parental access limitations,

for example.

Account identity and/or credentials for 4 garty platform are associated with an account on a
2-IMMERSE platform, or vice versa.

A 3" party platform accesses modifies an account or associated data 2AMMERSE
platform, or vice versa.

A user uses a client application/device to play an item of protected media content.
Authorisation may involve authorisation/communication with platforms and/or may require
tha the user, account, client application and/or client device is identified/authorised.

A user uses a client application to connect to or control another client device. This may require
that the user input suitable credentials, if not already stored athehedevice, and/or that the

user performs a confirmation on the device being connected to or controlled. This may vary
depending on the locations of the devices, for example less authentication may be required if
both devices are present on the same LAN

Page4?2 of (1395 © 2-IMMERSE Consortium 2017



|MMERSE —DJ D2.1 System Architecture

10. A user uses a client device to create, delete or join a liraitedss shared group which
requires credentials to access. A possible example of this is a protected chat where only
persons who have been given credentials out of band are permitted to join.

11. A client application or client device securely connects to a platf2aklMERSE or
otherwise) and each verifies and/or authenticates that the other end of the connection is the
(type of) entity which is expected.

12. A client application or client device daloads a software update. Platforms such as iOS and
Android already have a comprehensive framework for this, but on other platforms if secured
updates are required it may be necessary to use a secured connection (typically TLS) and/or to
use signed updapackages.

OAuth is an authentication framework which could be used for authenticating client
devices/applications. OAuth is a standardised general framework for authentication using tokens. It
includes support for varying access types on agien basignd authentication flows such as

entering the username and password on a different application or device than the application to be
authorised. (Se8ection9.5, AuthenticationandSecurity).

Authentication that the other end of a network connection is the (type of) entity which is expected can
be done using certificates, typically using TLS.

3 party platforms which client applications/devices an@/4iviM ERSEplatforms may require
authentication to interact with might include:

1 BT (BT Sport), for access to sports media content/data.
Dorna, if access to MotoGP data or media content is not routed via BT.

Pubspecific platforms, either within the pub premises pubspecific remote service.

1

1

1 Theatrespecific platforms
1 Educationrspecific platforms
1

Social media platforms, if client applications @2-8MMERSE platform are to interact on social
media on a userds behal f.

1 VOIP/reattime comms platforms

BT authentication appears to be SAML (Security Association Markup Language) based, however this
does not require any other parts of the system to also use this authentication data format.

Authenticationand managemerwf user credentiaJ@&nd generation of authécdtion tokensfor all
parts ofthe 2IMMERSE platform is encapsulated within a singlentity management and
authentication service. This allows Single Sign On (SSO) within4MMERSE platform. Users use
the same account and credentials to accepadi of the platform (subject to user/account
entitlements).

The particular identity and authentication functionality required is likely to be specific to the user
stories of each prototype service trial, however these different scenarios will be imjele o
means of a single authentication service which provides identity and credential management
functionality common to all use cases.
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6.1.9 Session (Lobby)and Call Services
Thesessionlpbby) service allows peers to join a named group to discover anchgnivate with
eachothelr t acts as an introductory service based on

Peers can join and leave the lobby at any time and everyone in the lobby is notified when this happens.
l'tds possible toyjcomcmorenthygn dme Il obby doesnd
first peer joining and ceases to exist after the last peer has left. It is possible to request a list of the

peers that are in the lobbhis is useful for late joiners who have missegaébr join notifications.

6.1.9.1 Broadcasting

The lobby service can broadcast udefined messages on behalf of a peer to all other peers in the
lobby. This is useful for signalling changes in the state of a shared experience and to synchronise
actions amongghe peers without having to establish separate-foggeer connectiong\n example
would be an applicatiedefined message instructing each peer to begin playing a media stream.

6.1.9.2 Meta-data
Metadata can be passed to the lobby when a peer joins, bubthedervice does not impose a
schemaonitFor exampl e, the data can describe a perso

defined. This metaata is automatically distributed to all peers via join notifications.

6.1.9.3 Signalling

The lobby service implemensignalling for WebRTC applications ilebSckets and XHR

Signalling allows initiation of peeio-peer sessions by exchanging control messages that initialise or

close communication and reportertrd’se er s can use the | obbhaiige si gnal
ICE candidates obtained from STUN/TURN servéC& candidates are the public IP addresses and

ports that peers should use to communicate with each other and are the result of establishing NAT
punchthrough or relay. Signalling is also used to neggetcodecs, video resolutions and

communication protocols via Session Description Protocol (SDP). Transport type can also be

negotiated as reliable (TARe) or unreliable (UDHRike).

Once signalling is complete, peers can chat directly with one andiingrrneaitime video, audio and
text messages, courtesy of WebRTC. Peers can also exchange arbitrary binary payloads using
applicationrdefined protocols.

6.1.9.4 Hosting
The lobby service is cloud hosted and uses secure web sockets and HTTPS XHR to commtimicate wi
peersi't | ever ages We b RGpedr sommunications ty f or peer
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6.1.9.5 Lobby Architecture Overview
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Figure 7: Lobby Architecture

6.1.9.6 Selected Technologies
1 Telepresence: WebRTC
1 Adapter.js:A WebRTC adapter shiniitps://github.com/webrtc/adapjer
1 Peer.js: Call servicen(tp://peerjs.com/
1 PeerServer: A server for Peerd®(§s://github.com/pesfpeerjsservej

6.1.10 Logging

The logging service provides a consistent mechanism for monitoring all aspects of system activity
which developers and producers consider to be important (see discussion in Bécliesting,
Monitoring and Analytick

Activitiesto be logged may include:

1 User interactions with all devices in the client environment for the duration of a production
session.

1 Interactions between components in the prodaatinvironment (such as video servers,
metadata and graphics feeds).

1 Interactions between devices in the client environment to discover and launch apps, and to
synchronise media objects between devices.
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1 The request and delivery of media objects and streams

1 The transfer of layout information from thayout Serviceo either a cloud compositor or

devices in the client environment.

1 The authentication of users and client devices whenever this is required by application logic.

1 Communication sessions set upvizegn client devices in different locations, mediated by the

Lobby.

For the purposes &IMMERSE trials, the scope of a consistent set of logs will be restricted to a
production sessionwhich refers to the upme of the prototyp@-IMMERSE platform durng an

individual trial event, such as a theatre play, MotoGP race or football match. The logging service must
be started before all other services and will be the last service to be shut down. It may also be started
independently of a production sessioret@mble developers and produgty read and analyse log data.

The logging service will operate on the following principles:

)l

Logs are created by the majority of other system components, which are each responsible for
transmitting their logs to the loggirsgrvice.

The logging service acts as a log aggregator to ingest, store and index log data. It will provide
ingested log data to the analytics service, which can be used to present and analyse its data.

All components which create logs should as#all Clock servicewhich is synchronised with
the Sync Servicas their reference for log timestamps to ensure that ordering is correctly
preserved by the log service.

I f |l ogs are aggregated from external 6bl ack
appropriagly if synchronised clocks cannot be guaranteed.

Log transactions should not noticeably impact the performance of the originating component
and should be executed as soon as possible after event being logged.

For simplicity and reliability, logs will be nae available to the server during every production
session using one of two methods:

0 Instantaneous transmissionCritical log data is transmitted to the log server at the
time the logged event takes place. This should be restricted to essential data and
meeting realtime system monitoring requirementsuch as reporting errors,
understanding system load and key success criteria during the expegigrcave
all the users logged in?).

o Store and forward: Non-critical log data will be stored locally by tikemponent or
service creating the log. This data must then be uploaded to the log serverdin a one
time transaction before the component or service terminatesvatile local
storage will be used where available to reduce the risk of the stored dogeitad lost
if the component or service running on it crashes.

1 Given the relatively short length of a production session, these two options provide a pragmatic

approach which should remove the complexity of joining incremental batches of log events and
also the risk of losing critical log data in the event of an individual component or service failure.
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6.1.10.1 Selected Technologies

There are a wide variety of log analysis tools available, but the following three options seem to be the
most appropriate candidatéorthe 2-IMMERSE logging service:

1 Logstash and Elasticsearchboth components from the Elastic Stack
(https://www.elastic.co/produdtd_ogstash provides a flexible, open source data collection
pipeline, vhile Elasticsearch provides storage, plus indexing and analytics functions.

1 Splunk Light (http://www.splunk.com/en_us/products/spldight.html) provides log search
and analysis for sall IT environments and is available free of charge if it indexes less than
20GB of logs per day.

1 ADIY solution: Given the relatively small volumes of data involved per production session, it
may just be sufficient to write a simple log server which eggres atomic events delivered via
HTTP transactions into a database. Log files stored by other components or services could then
be manually combined after the event.

6.1.11 Analytics

The Analytics service is likely to be of greatest value as an offline séruiego be used for podtoc
analysis of data collected and aggregated by the logging service during a production session. It is
feasible that developers or producers might make limited use of analytics during an event, but in a
field trial environmenthis is likely to consist of simple queries to confirm the correct operation of the
system, perhaps presentechas | i ve graphical O6dashboar do.

The following table lists a potential set of usage scenarios for the analytics service:

Usage Scenario Live Offli ne

Measuring system performance by comparing aggregated logs &

calculating latencies and throughputs. Yes Yes

Extracting basic statistics about the audience for a particular
production session, including details of their home environment { Yes Yes
the groupdynamics of those participating in the experience.

Pattern mining user behaviour sequences, perhaps comparing a
stereotypes estimated by authors. This could indicate:

how behaviour differed from what was expected Yes
which parts of the experieeavere most and least popular

when users were confused or frustrated with an experience

Examining the impact of system errors and degraded performan

user behaviour. Yes
Evaluating whether companion devices increased user engagen
with the exerience, and which combinations were most effective Yes

doing so.

Table 2 -Usage scenarios for the analytics service
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6.1.11.1 Selected Technologies

As described irbection?7.7: Testing, Monitoring and Analyticshere is a massive choice of tools

available for data analytics. While the volumes of data generated by a production session will not be
very large by modern standards, they can still take advantage of tools desigmeal\ftics at scale.

The following are likely candidates, and in principle any or all of these could be used for offline
analytics giverthatthere are no dependencies with the rest of the system beyond access to data stored
by the log server.

1. Kibana from the Elastic Stack(https://www.elastic.co/produdtss an open source analytics
and visualisation platform designed to connect directly to Elasticsearch.

2. R Studio and Shiny(https://www.rstudio.com R Studio is a popular open source
development environment for the powerful statistical language, R. Shiny is a web framework
for building interactive visualisations (such as dashboards) using R.

3. Tableau (http://www.tableau.com/products/deskiap a paidfor visual analytics tool which
supports complex visual analytics on local or remote data sources.

4. RapidMiner (https://rapidminer@m/) is an open source and pdal predictive analytics
platform which offers a graphical pkandplay approach to the implementation of machine
learning techniques.

6.1.12 Origin Server / CDN

In our architecture we assume the availability of a CDN to effilyieserve media objecendDMApp
Components to client deviceBhe CDN shall contain an origin server operating as the source of truth
for all content and shall be capable of serving all the content available on the CDN. As the
geographical spread of cguming clients increases in distance from the origin server, the CDN should
utilise edge servers to minimise the physical distance required to deliver content to$fardard

CDNs use the DNS resolerlP address to perform a geographic lookup tecsel delivery server

(origin or edge) closest to the clieAn edge server selection policy based upon closest geography
positioning offers the best delivery performance.

It is assumed that delivery performance takes priority within the server selacfioithm for2-
IMMERSE, combining both geographical distance and load balancing factors to maximise
performanceThis is preferred to other policies which may factor the value of specific content and
distribute availability across the CDN based uponiraadtosting costs.

The complexity of the CDN can evolve with the size ofZHBIMERSE client population size and
geographic spread. In the early PoC phases, it may well be sufficient to minimise costs and host a
CDN containing just the origin servexlthough, it is assumed that contributing partners t®@the
IMMERSE project already operate CDNSs to deliver content to connected devices (i.e. OTT video
delivery to companion deviced)e shouldbe considering leveraging these based upon availability
and costs

Interfaces

The CDN should be addressed through a domain name used in specific content URLS resolvable
through the CDN welservice APIs accessed by the clidifie selection of the delivery server (origin
or edge) within the CDN is performed as part & DNS resolution process.

The origin server will host an API to manage content hosted as the source of truth within the CDN.
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The edge server instances will host an API for configuration of the content caching policies adopted as
part of its role within th€CDN.

It is assumed that these management APIs will be hosted by a web service.

6.1.13 TV Platform

In our architecture we assume the availability of a TV platform that can support linear-dechand
AV distribution. Linear distribution could include DVB Terrgat / Satellite, IP Multicast, or OTT
live streams (e.g. HLS or DASH). For-demand distribution we assume OTT (e.g. HLS or DASH).

The TV platform is expected to provide the following services as required to support AV distribution
of the primary conterfor consumption on client devices (STB, Smawt, Companion Devices):

T Control plane (catalogue, identity, offer, security, recommendations, messaging, etc.)

9 Data plane (origination, acquisition, distribution)

Data Plane

The acquisition, originationandgdit r i buti on of the AV assets played
linear or VOD service®rigin AV assets are ingested, stored, encoded, transcoded, packaged and

di stributed within a media preparati ofie.process r
Satellite, Terrestrial, Cable, OTT IP ABR).

The consuming clients have been integrated to interface with the AV delivery network, this integration
ranges from middleware stacks operating in dedicated STBs through to applications running on
agnostic onnected devices such as SmartTVs and companion devices.

Control Plane

The components providing the user experience ser
or VOD servicesThe following shortlists relevant components for a typical-Pdyplatform:

1 User Management: Operated within PRy platforms, used to manage subscription accounts,
profiles and identity2-IMMERSE elements (such as the Identity Management and
Authentication Servicenay need to interface with an existing user managements¢o
facilitate unified identity and single sign experience for users.

9 Security: Operated within PalV platforms, used to control access to channels/content based
upon subscription entitlementsterfacing with the TV platform security service rbay
required when providing-IMMERSE experiences which uggotected media.

9 Catalogue Management: Ingesting, storing, indexing and distributing content metadata, used in
client Uls to present EPGkiterfacing with the Catalogue management service mayjuree
to map2-IMMERSE media objects with the TV platform catalogue entities.

Interfaces to the TV Platform control plane are expected to be proprietary and require a custom
integration layer.

Selected Technologies

For the purposes of our trial platfornbe project is likely to adopt a simpler TV platform from both a
data and control plane perspective, since we will be developing our own emulated HbbTV device /
stack. For the data plane we are likely to restrict linear distribution to OTT livedereamd streams

in order to simplify the emulated HbbTV device / stack.
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7 Production Architecture

A detailed, generalised production architecture is difficult to create, since we are looking to extend
existing production workflows and these existing workfldarsthe different trial scenarios are

already quitdifferent. Theras however commonality in what needs to be created through the
production process and delivered to the platform.

In this section we will describe in general terms the content and dagafflom the production
process to the platformiVe will then describe the existing production workflows for each of the
scenarios, and note what additional content and data flowbevikeddto support the scenario as
defined in D4.1 (noting that the iaus scenarios are described with varying levels of degdiécing
the scenario maturityFinally we cover the topic of Testing, Monitoring and Analytics.

There are |likely to be a number of Oprtemtcndct i on s
data flows e.gmoderation / conformance, infgraphics generation, push notifications (triggers) etc.,
however at this stage it is difficult to define these and we will define themabspecific basis.

7.1 Production Content and Data Flows

711 Timeline Description

The timeline description describes the changing availability of media objects and DMApp
Components that comprise an experience over the duration of that experience.

The format / syntax of this data is to be specified, but will likely banddfas JISON or XML.

7.1.2 Layout Requirements

The layout requirements specify a priority for each media object/DMApp component, and, for each
media object/DMApp component layout constraints such as:

I min/max size
1 audio capability
1 interaction support
9 and, whetbr the user can owide these constraints.
Some of these constraints may be expressed relative to other components (priority, position etc.).

The format / syntax of this data is to be specified, but will likely be defined as JISON or XML.

7.1.3 Media Objects

The set of media streams or assets that comprise an experience. These includes typical programme
elements (main audio/video, audio description, subtitles etc.), but would also include the constituent
elements that are composited / and mixed to create phegeamme elements, such as clean feeds,
audio commentary, auxiliary camera feeds, metadata feeds, images, graphics, A/V clips (e.g.
highlights / replays).
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7.1.4 DMApp Components

As described in section 2.1 Web Applications and Reusable Compongdtd App components are
reusable components written using HTML5, CSS3 and JavaScript.

7.1.5 Native Companion Applications

As described in sectidn2.2 Host Application these are native host applications for the common 2
IMMERSE run time web application af@MApp componentswhich will likely be developed using a
wrapper technology such as Cordova or Titanium.

7.1.6 HbbTV Applications

As described in section 2.1 Web Applications and Reusable CompongHtsb TV Applications are
web applications written using HTML5, CSS3 and JavaScript.

7.1.7 Live Trigger Events

For live productions, live trigger events will be created to trigger pragantzhanges in the

immersive experience (these triggers could change the B&dApp componerg being presented, or
could trigger a change of presentation withibMApp component). These trigger events are received
by the Timeline Service.

7.2 Prototype Sevice 11 Watching Theatre at home

7.2.1 Existing Workflow

Six Sony 4K HDC 4300 cameras, which are located in the auditorium and are controlled by human
operators, provide continuous live image feeds along rigged cables to a nearby OB4K unit operating
with a XAVC Intracodec. Two of the cameras are on fixed pedestals and three others are mounted on
dollies which run on short tracks in areas within the auditorium fwbinh seats have been removed.

The framings, lens adjustments and camera moves for each ofdmeseas have been scripted in

advance by the screen director and rehearsed during two earlier camera rehearsals. Both the live mix

of these rehearsals and the outputs of each camera have been recorded, composited into a single feed

with a mainimage ofthmi x and the individual feeds arrayed e
composite is studied by the screen director and the camera and sound teams to refine the camera script
before the live performance.

During the performance the operators recaditional instructions and communicate with the screen

director and script supervisor who, with the vision mixer, are monitoring the live feeds and selecting
moment by moment, and broadly in accordance with the camera script (but with occasional

improvisel variations), the shots in the master &émixe
scanner they are being monitored by engineers and balanced for to ensure consistency oidcolour a

intensity from shot to shot.

Two additional Sony 4K HDC 4300 carnas are dedicated to providing shots of the host and
interviewees before the performance begins and during the interval.

In parallel with the image feeds is the live mixing of a 5.1 surround audio track created, again in
accordance with a previously credigcript that has been tested during two rehearsals, from up to 156
separate feeds from inside the theatre. These feeds come from individual radio mics mounted in the
wigs or costumes of each of the actors, from mics placed in the band room where the plagex

live by up to 8 musicians, from mics hung in the auditorium to pick up audience response, and also
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from prerecorded special effects and music. The synchronous 5.1 audio mix is fed to the scanner
where it is married with the image track beforgput to the satellite uplink.

Live English subtitles are created, using-pe¢files, are also inserted into the signal on a separate
channel so that the cinemas taking it via a downlink can opt to include these in the projection or not.
Only a small nurber of European cinemas take advantage of this option.

Three Sony PWS 4500 media streamers, with a total of 8TB internal storage, are used both to play out
short prerecorded elements that are used as context and marketing before the performance and during

the interval. These machines also record the master feed and audio, as well as continuous feeds from
three of the performances cameras. These 06isol at
editing coverage during the small adjustments madedaet the live presentation and the release of a

final recording for DCP mastering, DVD production and potential broadcastthedexploitation.

Throughout this process there is a system of private audio channels in operation connecting, variously,
the team in the scanner, the sound crew (including two radio mic operators in the auditorium), the
camera operators and the stage management team who are running the show, including giving audio
cues for lighting, sound and automation changes.

The married imagenix and 5.1 audio is delayed by 65 seconds in an EVS machine (this is so that the
production can be classified as a Afilmdé for pur
intervening in the feed in any way) and then output to a satellirgkupuck which transmits the

signal to three channels across two satellites:sutté302 (usedfor download by most UK cinemas,
Picturehouse and Cineworld cinemasdused by most of the European cinemas who take a live

feed), and Intesht 905 (usedby most of the multiplex theatres in the UK as well as some UK

independents). The cinemas take the feeds by their local downlinks, using dishes mounted on their

roofs, and use their itheatre digital projection systems to ggat the feed on their screens

After the |ive performancapbéomwoskbsesquemte daoy b,ot
sound, including some additional grading, before a DCP (digital cinema package) master file is

created, from which DCPs are made for courier distributiaingmas abroad where the production

wi || be shown fias |ived on dates up to two month
Aspera link so that duplication facilities in some countries can create DCPs locally.

This -Aapbddf e theoné used&ot VD and Bhay mastering and for further dovetream
exploitation, as well as for archiving by the theatre company. Some of the rehearsal material and
certain of the fiisod feeds are also archived.

7.2.2 Additional Content and Data Flows
The alditional content and data flows identified through the user stori@sriax Aare as follows:

1 Relevant text, image, audio and video resources about the play, the production, the cast and
crew (Introductory, Informed or Expert levels)

1 Synchronised information and commentary in the form of image and text (Introductory,
Informed or Expert levels)

9 Static wide shot of the stage

Live and interactive 360egree video and audio from the foyer (TBD)
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7.3 Prototype Service 2 Theatre in School

7.3.1 Existing Workflow

This will be thesameproduction workflow that has been developed to supgpatotype Service 1L
Watching Theatre dlome.

7.3.2 Additional Content and Data Flows

This is still to be determined but is likely to be additional elements to support teaching and the
educational context of this Prototype Service. It may also require thenpation of the content in an
episodicfashion;since it is unlikely the entire play will be consumed in a single session due to school
timetabling (amongst other constraints).

7.4 Prototype Service 3 MotoGP at home

7.4.1 Existing Workflow

The trial will use theavailable video and data feeds provided through the existing MotoGP rights deal
agreed with BT Sport. These rights include access to 9 live video feeds; clips and highlights of
gualifying session and races; real time data (timing, track positions aoi wieps and rider

standings); and editorial content, such as news stories, picture galleries and social interaction with the
riders, teams BT Sport presentation and commentary teams.

Video Live video streams of each Mot&G Moto2 and Moto3 qualifying sessic
and race, including:

Live BT Sport programming

Feed 1: On Board Camera 1

Feed 2: On Board Camera 2

Feed 3: On Board Camera 3

Feed 4: On Board Camera 4

Feed 5: Helicopter Feed (race day only)
Feed 6: Live Timing

Feed 7Llive Tracking

Feed 8: Highlights/Clips

On demand replays| Provision of full replays of MotoGP, Moto2 and Moto3 qualifying sessi
(geoblocked to UK) and races.

=4 =4 =4 =448 -a-a-9

Clips Access to clips and highlights of each MotoGP, Moto2 and Mataiifying
(geoblocked to the UK) session and races.
Timing
Tracking visualized on circuit maps.
Rider standings.
News stories.
Pictures galleries.

Social interaction with riders, teams, BT Sport presentation
commentary team.

Reattime Data

Editorial

=A =4 =4 =8 -89
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